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Talk overview

* Tidbits of (awkward?) conversation while talking about science

* Science drivers

* Overwhelming challenges - focus 1s on volume-based SEAS methods
* Next steps...

HOL) MANY'... APPLES...
HAVE YOU EATEN?

( ...LIKE,IN MY LIFE?
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Some random things people have said to me (or I've overheard) over the years:

To Steve Day: “Your dynamic rupture simulations are so cool, but why haven’t you done earthquake cycles?” —
unnamed student at SCEC annual meeting.

“In the time 1t takes to compute a single time step 1n an earthquake cycle model, I can simulate an entire dynamic
rupture” — Steve
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“In the time 1t takes to compute a single time step 1n an earthquake cycle model, I can simulate an entire dynamic
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To me the other day: “I estimate 1t will take 27 hours just to form the matrix, let alone use 1it” — one of my current grad
students.

“Sounds fun...” — me.
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“I didn’t believe you when you said people can make a career out of solving Ax = b.... but... that’s literally the only thinil;
our company does” — one of my former grad students.




Some random things people have said to me (or I've overheard) over the years:

To Steve Day: “Your dynamic rupture simulations are so cool, but why haven’t you done earthquake cycles?” —
unnamed student at SCEC annual meeting.

“In the time 1t takes to compute a single time step 1n an earthquake cycle model, I can simulate an entire dynamic
rupture” — Steve

To me the other day: “I estimate 1t will take 27 hours just to form the matrix, let alone use 1it” — one of my current grad
students.
“Sounds fun...” — me.

“I didn’t believe you when you said people can make a career out of solving Ax = b.... but... that’s literally the only thinil;
our company does” — one of my former grad students.

A talk given at a math conference earlier this month “For my last slide, I’ll include some potential applications, even
though I don’t care about applications of my work...”
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A (generalized) comparison:

Dynamic Rupture: Earthquake Cycle:

* Simulates a single earthquake

* Ad-hoc mitial conditions

* Main computational cost at each time step (assuming
explicit method) i1s the SpMV: A - x, where
A isann X n matrix and x is an n X 1 vector




A (generalized) comparison:

Dynamic Rupture: Earthquake Cycle:

* Simulates a single earthquake

* Ad-hoc mitial conditions

* Main computational cost at each time step (assuming
explicit method) i1s the SpMV: A - x, where
A isann X n matrix and x is an n X 1 vector

The flops necessary to compute an SpMV 1s proportional to the
nnz(A), e.g. 3n.

In 3D, with grid resolution of ~10 m and a computational
domain of (~100 km), n ~ 3 - 101%.

With wave speeds ~ 3km/s, CFL dictates a stable time step of
about 1 ms. Need to simulate ~ minutes -> ~1 trillion time
steps (or SpMVs).

Exascale can perform 101® FLOPS, but very hard to achieve.

Theoretically, should be able to compute simulations 1n ~10-
100hrs [e.g. Roten et al (2016), Uphoftf et al. (2017)]
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A (generalized) comparison:

Dynamic Rupture:

Earthquake Cycle:

* Simulates a single earthquake

* Ad-hoc mitial conditions

* Main computational cost at each time step (assuming
explicit method) i1s the SpMV: A - x, where
A isann X n matrix and x is an n X 1 vector

The flops necessary to compute an SpMV 1s proportional to the
nnz(A), e.g. 3n.

In 3D, with grid resolution of ~10 m and a computational
domain of (~100 km), n ~ 3 - 101%.

With wave speeds ~ 3km/s, CFL dictates a stable time step of
about 1 ms. Need to simulate ~ minutes -> ~1 trillion time
steps (or SpMVs).

Exascale can perform 101® FLOPS, but very hard to achieve.

Theoretically, should be able to compute simulations 1n ~10-
100hrs [e.g. Roten et al (2016), Uphoftf et al. (2017)]

* Simulates thousands of years of seismic activity

* Self-consistent mnitial conditions

* Main computational cost (for some versions SEAS
models) at each time step is the linear solve: Ax = b

* Where A is a sparse n X n matrix and x, b aren X 1
vectors

Volume-based methods: In 3D, n ~ 3 - 1012

WORST CASE: flops necessary to solve the sparse linear
system is O(n?). The linear solve (i.e. one time-step) will
take ~3 months*

OPTIMAL: flops necessary to solve the sparse linear system 1s
O (n). The linear solve (i.e. one time-step) will take ~1 ms*

REASONABLE GOAL: flops necessary to solve the sparse
linear system is O(n) — 0(n?). Will still require making
some sacrifices.

* 1f achieving peak performance on an exascale machine.




What’s going on here?

® Wave-speeds in the Earth: a = 5 km/s Fault scarp

® Courant-Friederichs-Lewy (CFL, 1928)
condition:

At<1
an_

. * . . L. w f’
® Typical grid resolution is Ax = 10 m, requiring sy

At ~ 107° seconds for numerical stability (for
explicit methods). Makes 1t hard to adapt methods
for dynamic rupture for the whole earthquake cycle.



Main computational challenges

Multiple scales 1n space/time -> huge problems
in linear algebra

Nonlinearities from friction, rheology etc. can
lead to numerical stiffness and more -> need
novel time-stepping and optimization algorithms

How to load faults?

Boundary/interface conditions must be
implemented 1n a stable way

Complex fault geometries, material
heterogeneities demand unstructured meshes,
with hp-refinement

Wave fronts

Fault scarp




Some highlights on our group’s contributions Thrase

The Thrase project develops high-performance code for earthquake cycle
simulations based on high-order accurate finite difference methods.

* Thrase 1s based on high-order accurate SBP-SAT finite
difference methods (similar to certain types of FEM)
* Can account for complex geometries, unstructured meshes,
material/frictional heterogeneities, bulk inelasticity, etc.
* We targeted the earthquake cycle with full dynamics popllarresesiiones
* Developed robust numerical methods for dynamic rupture
simulations, connect to interseismic solver & switch.
* Non-stiff with rate-and-state friction (Erickson et al., 2022) Wil e A
* Explore material heterogeneities (sedimentary basins) with full
dynamics (Harvey et al., 2022)

() Overview £ Repositories 5 Projects & Packages

Thrase.jl Public

Distribution of plastic strain over “flower structure”
multiple events: /
VP (ty2) (107)
e Event 1 b Ent 2 (c) Event8 (d)  Event 18
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| | )
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, Erick tal. (2017
(Erickson et al., JSC, 2022) rickson et al. (2017)



Thrase is built on KD methods that impose BC in a characteristic manner:

* Removal of stiffness enables any explicit time-stepping scheme; otherwise need to develop (specialized) implicit schemes

* Numerical stability and convergence

* We opt to use a low-storage, 4th order RK scheme during coseismic phases
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Generalized boundary conditions specified by reflection coefficient
R. Non-characteristic method becomes stiff as @ — oo, where
F (V) = aV is linearized friction

(b) R=0 (or . =1). (c) R=—-0.99 (or o = 199).

Up to 5th order spatial accuracy achieved for characteristic boundary treatment, over a
range of a, where F (V) = aV is linearized friction



Effects of sediments

(a) 0 L. (b) face 3

* Revisit the quasi-dynamic g
simulations of Erickson angl
Dunham (2014)
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* (Grid stretching - physical domain face 4
(a) mapped to logical space (b)

* (a) sedimentary basin of depth D (4 km here), decreased i
shear modulus within basin H

* (b) Rate-and-state fault with depth-variable parameters,

Depth (Km)
E E G

aging law
. 2 —(a - b)
* Incorporate a switch to a fully-dynamic solver once an o |
event nucleates

S a and (a — b)




Effects of sediments during the coseismic phase

Earth’s free surface v (m/s)
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Stiffer host rock
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Revisit the study of Erickson and Dunham (2014) to explore effects of sediments with full dynamics (FD)

quasi-dynamic
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Depth (km)

Basin depth D = 4 km, quasi-dynamic only

Sub-basin events emerge for sufficiently deep or compliant basins - leading to an alternating sequence with surface

rupturing events
insight into possible shallow-slip deficit - observations of sub-basin events just a precursor and shallow slip

accommodated by future surface-rupturing event?

Possibility that full dynamics would correspond entirely to surface rupturing events? (Full dynamics capable of

)

penetrating through basin 1n 1solated events.



Depth (km)

Revisit the study of Erickson and Dunham (2014) to explore effects of sediments with full dynamics (FD)

Shear stress

0 quasiidynamic )
S i, ‘ ~ . |
= * following a surface rupturing event:
0 lower 1n basin for FD (a, below)
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*  FD sequences still host alternating sequences of sub-basin/surface-rupturing events

FD events generate higher slip rates (more slip) and rupture speeds



Depth (km)

Shear stress
* following a surface rupturing event:

lower 1n basin for FD (a, below)

Revisit the study of Erickson and Dunham (2014) to explore effects of sediments with full dynamics (FD)
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Why are these periodic??

FD sequences still host alternating sequences of sub-basin/surface-rupturing events |
How to adapt for Cascadia?

FD events generate higher slip rates (more slip) and rupture speeds



Other Volume Based Method Targeting (Subduction Zone) Cycles: SEAS Community Benchmark Verification Exercises:

Incorporating Full Elastodynamic Effects and
: ' Dipping Fault Geometries in Community Code
2D subduction zone cycles using Tandem (Uphoff et al., 2023) ppIng
Verification Exercises for Simulations of
a. Planar, 6= 20° 'b._ Curved, A=3.5x1000 km’ Earthquake Sequences and Aseismic Slip (SEAS)
y . ( l Uple) aft'er3|vlp a. Curved ——— Brittany A. Erickson"® et af.
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o N N o Downdip € 5 1S next generation of physics-based earthquake models that reproduce all phases of the seis-
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g 0 N Y AVAVAVAVAY vt 0 for Simulating Sequences of Earthquakes
c Edx/dt= . : -
£
: o n o5 F = o h oo : e . gy and Aseismic Slip (SEAS)
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. . L. However, significant challenges in SEAS modeling remain in resolving multiscale inter-
while second-order effects from heterogeneity modulate the recurrence frequency and timing. . . actions between earthquake nucleation, dynamic rupture, and aseismic slip, and under-
Biemiller et al. (2024)

3D dipping thrust-fault earthquake cycles using EQsimu (Luo et al., 20209 fiins rooier (b)

Fast Dynamic Rupture and Earthquake Cycle Simulations with
I a Fourier Neural Operator-Based Framework

285.23yr
25
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gateway for earthquake simulations and data.
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Main computational challenges

Multiple scales 1n space/time -> huge problems 1n
linear algebra

Nonlinearities from friction, rheology etc. can lead to
numerical stiffness and more -> need novel time-
stepping and optimization algorithms

Boundary and interface conditions must be
implemented 1n a stable way

Complex fault geometries, material heterogeneities
demand unstructured meshes, with hp-refinement

Wave fronts

Fault scarp
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All of these issues pale in comparison to Ax = b.

Wave fronts
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Main computational challenges

Multiple scales 1n space/time -> huge problems 1n
linear algebra

Nonlinearities from friction, rheology etc. can lead to
numerical stiffness and more -> need novel time-

stepping and optimization algorithms

Boundary and interface conditions must be
implemented 1n a stable way

Complex fault geometries, material heterogeneities
demand unstructured meshes, with hp-refinement

All of these issues pale in comparison to Ax = b.

Fault scarp

------

s

Wave fronts

Most of the work so far on earthquake cycle simulations has focused
on smaller, 2D problems, with increasing physical complexity. The
real challenge is to return to 3D and address the linear solve.



Geophysicists and HPC

“It 1s 1nspiring to recognize the enduring
influence of physicists in driving
technological innovations and ensuring the
future progress of computational science. Perspective % Checkfor updates

I The co-evolution of computational
have in driving advances in high- physics and high-performance
performance computing (HPC), lest they be com p Uti n g

forgotten amid our celebrations of exascale
and generative artificial intelligence. ..

nature reviews physics https://doi.org/10.1038/s42254-024-00750-z

Jack Dongarra®'?? - & David Keyes ® *°

As HPC hits walls of energy and storage,

Abstract Sections
will physicists in pursuit of their own
applications again come to the fore with High-performance computational physics has been instrumental Introduction
generalizable solutions?”’ in advancing scientific resea::ch by re.gularl)./ provndmg brea.kth!'oughs iNn | Whatis HPC?
speed, accuracy and modelling fidelity. This Perspective highlights the T ——
contributions of physicists to the development of high-performance infrastructure
computing infrastructure, algorithms and applicationsfromtheearly | ppysicists and the Gordon
days of computing to the exascale era. We recall the pioneering work of | BellPrize




Gordon Bell Prize: pushing the boundaries of what 1s possible with HPC systems; awarded to teams who have demonstrated
exceptional performance and scalability in solving real-world problems.
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Rudi et al. (ACM Gordon Bell Prize Winner 2015)



Gordon Bell Prize: pushing the boundaries of what 1s possible with HPC systems; awarded to teams who have demonstrated
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exceptional performance and scalability 1n solving real-world problems. Applications matter!
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Gordon Bell Prize: pushing the boundaries of what 1s possible with HPC systems; awarded to teams who have demonstrated

. STURE : i —
exceptional performance and scalability 1n solving real-world problems. Applications matter!
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Rudi et al. (ACM Gordon Bell Prize Winner 2015)

The central computational challenge:

“to design implementations for high-resolution realistic mantle flow models that can handle the resulting extreme degrees of
nonlinearity and 1ll-conditioning, the wide ranges of length scales and material properties, and the highly adapted meshes and

required advanced discretizations, while also scaling to the O (10°) cores characteristic of leadership class supercomputers.”



Gordon Bell Prize: pushing the boundaries of what 1s possible with HPC systems; awarded to teams who have demonstrated
exceptional performance and scalability in solving real-world problems.
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The central computational challenge:
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2025 ACM Gordon Bell Finalist!

“to design implementations for high-resolution realistic mantle flow models that can handle the resulting extreme degrees of
nonlinearity and 1ll-conditioning, the wide ranges of length scales and material properties, and the highly adapted meshes and

required advanced discretizations, while also scaling to the O (10°) cores characteristic of leadership class supercomputers.”




To address the science questions, CRESCENT DET will need to ask:

* How can we leverage the huge body of knowledge surrounding computational strategies for efficiently solving Ax = b?
* How can we exploit/adapt today’s high-performance computers for our science?
* Could alternate modeling paradigms be useful?

Home About ~ Science ~ Partnerships v Education v News & Events

CASCADIA REGION ERRTHOURKE
SCIENCE CENTER

@~ CRESCENT

Donate

DET

Dynamic Rupture, Earthquake Cycle, and Tsunamis Working Group : : : ;
Alice Gabriel Brittany Erickson

Eric Dunham University of California San Diego University of Oregon
DET Lead algabriel@ucsd.edu bae@uoregon.edu
Stanford University
edunham@stanford.edu

Dyﬁdmic Rupture, Earthquake
Cycle, and Tsunhamis ; -

Benchun Duan Ruth Harris Ignacio Sepulveda
Texas A&M University United States Geological Survey San Diego State University
bduan@geos.tamu.edu harris@usgs.gov isepulveda@sdsu.edu

The Dynamic Rupture, Earthguake Cycle, and Tsunamis (DET)

group is developing models (computer simulations) of

earthquakes and tsunamis in Cascadia. The models account for l

tectonic loading over hundreds of years, slow slip events, and 1 ﬁiprf;'fa (m/s)
megathrust ruptures. The models, which are built on the structural o ' 4'
models developed by the CVM and CFM groups, will be validated e

against geophysical and geological data from the C35 and CPAL %Mg}mw :_-
groups. As part of this effort, DET is developing and using open- e - [

source modeling software, organizing community code g i, i,

comparison and benchmarking exercises for subduction zone
earthquakes, and providing training for external users of the

Dynamic rupture simulation of a subduction zone
megathrust rupture, including activation of seaward and
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Towards optimal linear solvers , .
[terations and time to converge:

MG can vastly improve convergence: PETSc

2740 f @ L2 errors MGG mg_levels_ksp_type mg_levels_pc_type iters time

@ L2 errors CG

SOr 18 4.105 s
chebyshev jacobi 22 3.382 s
bjacobi 17 3.945 s

27{-4}

sor 18 3] 8
richardson jacobi 49 3.729 5

bjacobi 16 3.729 s

Discrete L2 errors
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Chen et al. ’24

Multigrid (MG) methods utilize coarse meshes richardson

[teration counts for custom multi-grid preconditioned conjugate-gradient

Runtime Comparison(A100)

(MGCG): Matrix-free methods = matrix-free time (s) ® SpMV time (s)
ISSSSS—————————————————. also improve run time 10
N MGCG-Galerkin MGCG B¢ (and memory requirements)
8
64  6/233E-9 6/225E-09 221/9.98E-9
128  6/8.39E-9 6/242E-9 431/9.61 E-9 = [
256 7/ 2.44 E-9 6/216E-9  839/9.79 E-9 s,
512 7/2.63E-9 6/1.89E-9 1643 /9.70 E-9 =
1024 7/2.72E-9 6/1.73E-9  3208/9.93 E-9 .

0 ——
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Size N

Chen et al. In Proceedings of the 38th ACM International Conference on Supercomputing (ICS '24)



What is the way forward for earthquake cycle simulations, then?

* It will be the job of geoscientists to solve the earthquake cycle problem, and we can do 1t/are doing it.

* Don’t reinvent the wheel: what do we know about solving Ax = b?
* Scalable preconditioning: PAx = Pb
* Conjugate Gradient with off-the-shelf or custom preconditioning (probably based on multigrid)

* How can we exploit/adapt today’s high-performance computers for our science?
* Mixed-precision algorithms
* Algorithms minimizing data transfer
* Exploiting data sparcity
* Many more avenues... €.g. auto-tuning, Al, asynchronous algorithms

* New modeling paradigms
* Reduced order models (Magen, May & Gabriel, 2025)
* Physic—informed Neural Networks (Erickson & Rucker, 2025)



What is the way forward for earthquake cycle simulations, then?

* Costs, energy, the environment, and J. Brown’s reasonable computing™®

* https://github.com/jedbrown/talks/blob/main/20250806-Computing AndEnvironment.ipynb

CLIMATE

Cheyenne to host massive Al data center using

Computing Centers Costs: $1million per MW per year

7% - Wyoming center would be using 1.8 GW of electricity ->
more eleCt"Clty than a" Wyomlng homes Billions of dollars to run for a few years -> ~32 trillion

Combined miles on a gas-powered vehicle.

We need computing, but we can consider steps towards energy efficiency:
* verification of correctness, validation and model usefulness

* mathematically sound modeling frameworks

* energy efficient hardware

* repositories of stmulation data (for reuse)

* continued conversations about this topic....



Thank you!

bae@uoregon.edu
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